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Abstract

For the task assignment problem in an expert crowdsourcing platform, we propose that the dynamically arriving workers report their preferences for the tasks as ordinal preferences to the platform. We model then the task assignment problem as a dynamic two sided matching problem. In this paper we study the dynamic two sided matching when the men (the workers) side of the market is arriving dynamically and the women (the requesters) side is available since beginning. We assume strict preferences of the agents. Using a deferred acceptance algorithm as a building block, we first develop $f^{APODA}$, a class of strategy-proof online mechanisms. We design $f^{APODA}$ and $f^{ThODA}$ in this class. As no mechanism can achieve stability in our settings, we propose a weaker notion of stability, namely, progressive stability. We introduce an online mechanism $f^{RODA}$ that achieve the progressive stability. For achieving good rank-efficiency, we design an online matching mechanism $f^{BOMA}$. We study all the four mechanisms empirically for stability and rank-efficiency.

1 Introduction

The term crowdsourcing was introduced by Howe [11]. Since then, crowdsourcing has become popular to get tasks done in the form of an open call over Internet. Currently there are thousands of websites, also called as platforms, available for crowdsourcing. In the crowdsourcing market, there are two types of users of the platform, the one who posts the task is called a requester and the one who seeks to work on the task is called a worker. Crowdsourcing of complex macro tasks is referred to as expert crowdsourcing [22]. For example, oDesk, topcoder are expert crowdsourcing platforms. Consider the following scenario of an expert crowdsourcing as shown in the Figure 1.

Example 1 On a Monday morning three requesters login to a crowdsourcing platform with their tasks. These tasks are to develop software modules and are having deadlines in two weeks. Rewards for these tasks are $600, $700 and $650 respectively. $m_1$, $m_2$ and $m_3$ are eligible and interested workers for these tasks. The requester of task $w_1$ prefers $m_3$, then $m_1$ and then $m_2$. The worker $m_3$ prefers to work on $w_1$ then $m_2$, $m_3$. Similarly the other workers (and also the requesters) have preferences over the tasks (workers). $m_1$ is available from Monday morning till Tuesday evening for the task assignment, where as $m_2$ and $m_3$ are present only on Monday and Tuesday respectively. The goal is to optimally assign the tasks to the dynamic workers.

As seen in the above example, in expert crowdsourcing market, the requesters have preferences over the workers who are assigned to their tasks and the workers have preferences over the tasks they are assigned. For the workers, one of the important advantages is to select tasks of their own choice. Hence in such task assignments, it is very important to cater to the preferences of the workers to retain them with the platform.

1http://crowdsourcing.org
We model the task assignment problem as a matching in two sided market: the requesters as one side and the workers as another, both the sides having preferences for the match they obtain. We refer to the requesters as Women and the workers as Men. Two sided matching problem is extensively studied using game theory in static settings, that is, all men and women are simultaneously available for matching. However, this need not be the case in the real world applications. As seen in the above example, each worker arrives dynamically and needs to get the task before he leaves. Matching in such dynamic settings is called as online matching. The strategic men may manipulate a matching mechanism by misreporting their preferences. Gujar and Parkes [8] addressed the online matching in two sided markets in a game theoretic setting. However, in their setting men are static where as in our settings men are dynamic. The authors [8] assume external pool of men available as substitutes. In this paper we do not assume such pool of men or women and construct online matching mechanisms. In particular, the following are our contributions.

**Contributions** We propose to use dynamic two sided matching for the task assignment problem of an expert crowdsourcing platform.

- First we develop a class of online matching mechanisms, by partitioning dynamically arriving men, which we call as Partition Online Deferred Acceptance, \( f^{PODA} \). These mechanisms are truthful.
  - We design two partition mechanisms, Arrival Priority Online Deferred Acceptance, \( f^{APODA} \) and Threshold Online Deferred Acceptance, \( f^{ThODA} \).
- It is impossible to achieve stability in online settings. Hence, we introduce a notion of progressive stability in online matching. We propose a \( f^{RODA} \), an online matching mechanism that achieves the progressive stability at the cost of truthfulness. We believe that \( f^{RODA} \) satisfies weaker notion of truthfulness, namely ex-ante truthful.
- To obtain a good rank efficiency, that is average rank of a matching proposed by a mechanism, we devise an online matching mechanism \( f^{BOMA} \).

The rest of the paper is organized as follows.

**Organization** First we review the related research in Section 2. In Section 3, we explain our model and notation. We design truthful mechanisms in Section 4. We propose mechanisms to improve stability and rank-efficiency in Section 5. We study our mechanisms empirically and
discuss the properties achieved by these mechanisms in Section 6. We conclude the paper in Section 7.

2 Related Work

Task Assignment in Crowdsourcing [10, 9, 4, 14, 18, 12, 22, 2, 13] addressed the task assignment problem in crowdsourcing. However, most of them are concerned only about the quality of the answers received and how to assign tasks to workers so as to meet a requester’s goals. Difallah et. al. [6] proposed to push the tasks to the workers based on their preferences. These are only categorical preferences and not the workers’ preferences for the requesters or for any specific tasks. The authors did not address the requesters’ preferences. Moreover, the workers may be strategic in reporting their preferences which is not addressed in [6].

Akbarpour et. al. [1] designed algorithms for dynamic matching markets. The goal in [1] is to assign a maximum number of matches in large markets with dynamic population. The authors did not consider the preferences of the participants.

Two Sided Matching In their seminal work, Gale and Shapley abstracted two sided matching as a marriage problem [7]. The authors introduced a notion of stability and proposed an algorithm Deferred Acceptance (DA). Since then two sided matching problem has been extensively studied and applied in many real world settings. Roth [19] proved that there is no strategy-proof mechanism that achieves stability. Majumdar [16] proved that, under certain conditions, the DA satisfies a weaker notion of strategy-proofness, namely Bayesian Incentive Compatibility. If we allow the participants to report weak preferences, that is, indifference among alternatives, there are exponential number of stable matchings and selecting a stable matching in such settings poses algorithmic challenges. For details about static two sided matching, we refer the readers to [21, 20, 17].

In online settings, [15] designed algorithms assuming agents are truthful. Compte and Jehiel [5] considered a different dynamic matching problem to the one studied here. In their model, all men and women are static, but the men and women experience a preference shock and are interested in re-match. It imposes an individual-rationality constraint across periods so that no man or woman becomes worse off as the match changes in response to a shock. The authors demonstrated how to modify the deferred acceptance algorithm to their problem. The dynamic matching was addressed by [8] for the case of static men.

3 Preliminaries and Notation

Motivated by the task assignment problem in an expert crowdsourcing, we make certain assumptions.

Assumptions

- The men side is dynamic where as the women side is static. (In Expert crowdsourcing scenario: the tasks are complex and need much longer duration to complete them. We restrict to time window during which these tasks needs to be completed once posted. The workers log-in at different times.)

- The Men are strategic and the women are honest in reporting the preferences. (In our example, preferences of the requesters can be derived from skills required for the tasks and performance of the workers in similar tasks in the past where as the workers may be strategic in reporting their preferences.)
• The preferences of the men and women are strict.\textsuperscript{2}

• The men do not lie about their arrival departure periods. Such settings are called as \textit{exogenous}.

We use the following notation in the rest of the paper.

### 3.1 Notation

In the market there are \( n \) men (\( M \)) at one side and \( n \) women (\( W \)) at the other. Every agent is interested in obtaining a match at the other side. Let \( \succ_{i} \) be strict preference order of an agent \( i \in M \cup W \) over other side of the market. A preference profile of the agents is denoted as: \( \succ = (\succ_{i}, \succ_{-i}) \), where \( \succ_{-i} \) is the preferences of all the remaining agents apart from \( i \). \( m_{j} \) arrives into the market in period \( a_{j} \) and is available for matching till \( d_{j} \). We denote the schedules of arrival and departure of men by \( \rho = \{(a_{j}, d_{j}) : j \in M\} \) We denote a match by \( \mu \) where \( \mu(m) \in W \cup \{\emptyset\} \) and \( \mu(w) \in M \cup \{\emptyset\} \). Our notation is summarized in Table 1.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>Total number of men (women)</td>
</tr>
<tr>
<td>( M )</td>
<td>Set of Men</td>
</tr>
<tr>
<td>( W )</td>
<td>Set of Women</td>
</tr>
<tr>
<td>( a_{j}, d_{j} )</td>
<td>Arrival time and departure time for a man ( m_{j} )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Arrival-Departure Schedule of Men</td>
</tr>
<tr>
<td>( \succ_{i} )</td>
<td>Preference of ( i \in M \cup W )</td>
</tr>
<tr>
<td>( \succ )</td>
<td>Preference profile of all agents</td>
</tr>
<tr>
<td>( W(t) )</td>
<td>Women that are not matched till ( t ).</td>
</tr>
<tr>
<td>( M(t) )</td>
<td>{( m_{j} \geq a_{j} &lt; t \leq d_{j} ) and ( m_{j} ) is not matched.}</td>
</tr>
<tr>
<td>( AM(t) )</td>
<td>{( m_{j}</td>
</tr>
<tr>
<td>( DM(t) )</td>
<td>{( m_{j}</td>
</tr>
<tr>
<td>( f )</td>
<td>Matching mechanism</td>
</tr>
<tr>
<td>( \mu )</td>
<td>( = f(\succ, \rho) ). A matching</td>
</tr>
</tbody>
</table>

Table 1: Notation

An online matching mechanism \( f \) selects a matching \( \mu = f(\succ, \rho) \) \cite{8}. A matching mechanism \( f \) should be feasible. That is, it should match each \( m_{j} \in M \) before \( d_{j} \), that is before he leaves the system. Important desirable properties of a matching mechanism are \textit{truthfulness, stability} and \textit{rank-efficiency}.

**Definition 1 (Strategy-Proof)** Online mechanism \( f \) is strategy-proof (or truthful) for men if for each man \( m \), for all arrival-departure schedules \( \rho \), and for all preferences \( \succ_{-m} \), and for all \( \succ_{m} \neq \succ_{m} \),

\[
\mu'(m) \neq \mu(m),
\]

where \( \mu' = f(\succ_{m}', \succ_{-m}, \rho) \).

**Definition 2 (Stability)** We say a pair \((m, w) \in M \times W \) blocks a matching \( \mu \) if, \( w \succ_{m} \mu(m) \) and \( m \succ_{w} \mu(w) \). If there is no blocking pair, we say the matching is stable. And if a matching mechanism always produce stable matching, we say the mechanism is stable.

\textsuperscript{2}We further assume that the agents are able to identify their preferences. In general crowdsourcing, it may be infeasible for agents to know own preferences over large number of tasks. However, in an expert crowdsourcing, the number of tasks in which the worker is interested, is limited.
To evaluate performance of an online mechanism, we also consider its rank-efficiency. Rank-efficiency of an online mechanism is an expected rank for each agent that it assigns to its match. We, following Budish and Cantillon [3], assume risk neutral agents with a constant difference in utility across the matches that are adjacent in their preference list. The rank of an agent \( i \) for a matching \( \mu \), written \( \text{rank}_i(\mu) \), is the rank order of the agent with whom he or she is matched. A match by \( i \) with the most-preferred agent in \( \succ_i \) receives rank order 1 and with the least-preferred receives rank order \( n \). If \( \mu(i) = \emptyset \) then the rank-order is \( n + 1 \). Based on this, the rank of a matching \( \mu \) is \( \text{rank}(\mu) = \frac{1}{n} \sum_{i \in M \cup W} \text{rank}_i(\mu) \).

To define the rank-efficiency of a mechanism we assume a distribution function \( \Phi \) on \( (\succ, \rho) \) and compute the expected rank over the induced distribution on matches:

**Definition 3 (Rank-efficiency)** The rank-efficiency of an online mechanism \( f \), given distribution function \( \Phi \), is

\[
\text{rank}_f = \mathbb{E}_{(\succ, \rho) \sim \Phi}[\text{rank}(f(\succ, \rho))].
\]

We first describe a celebrated algorithm, Deferred Acceptance, in the next subsection.

### 3.2 Static Matching Mechanisms

Let’s say \( \rho = \{(1, 1)_{m_i} \forall m_i \in M\} \). We refer to this as static settings. Gale and Shapley [7] proposed a deferred acceptance algorithm when all the agents are static.

**Definition 4 (Man-proposing DA)** Each man states his most preferred woman. Each woman keeps the best match and rejects other men. All rejected men then propose to their next preferred women. The procedure continues until there are no more rejections.

We denote matching produced by the above algorithm as \( DA(M, W) \). This mechanism is strategy-proof for men and always selects a man-optimal stable matching [20]. That is no other stable matching is preferred by all the men. Similarly we can define a woman-proposing DA.\(^3\)

In general, it is not possible to have a matching mechanism that is stable and strategy-proof for both sides of the market [19]. Hence, we address incentive constraints only for the men side. Since a DA has interesting game theoretic properties, we design strategy-proof mechanisms for the dynamic settings using the DA as a building block.

### 4 Dynamic Matching: Truthful Mechanisms

In dynamic settings, either one of the two sides is dynamic or both the sides are dynamic. In this paper, we do not address the case when both the sides are dynamic.

#### 4.1 Dynamic Matching: The Static Men and The Dynamic Women

Gujar and Parkes [8] consider a setting when the strategic side (men) is static and the honest side (women) is dynamic. The authors propose a matching mechanism GSODAS. In GSODAS, the authors propose to use \( DA(M, W(t)) \) in each period \( t \) where \( W(t) \) is a set of women available in \( t \). If a man gets matched with a woman better than his previous period match, he skips the previous match. If his previously matched woman has already left the market, she gets a substitute for him. The authors assume an external pool of men available as substitutes, may be in a secondary market. The authors prove that the GSODAS is stable and strategy-proof for the men.

Though their setting resembles to our setting, in our setting the men side is dynamic where as in [8] it is static.

\(^3\)Unless otherwise stated, when we say DA in this paper, we mean man-proposing DA.
4.2 Dynamic Matching: The Dynamic Men and The Static Women

As seen in Section 3, a DA is very simple, fast algorithm and always leads to stable matching in static settings. It is strategy-proof for men. Hence, we use it as a building block in designing matching mechanisms. We make some observations for dynamic settings.

(1) We do not assume possibility of substitutes. For example, consider the expert crowdsourcing market described in the Introduction. Once a worker is assigned a task and he starts working on it, the platform cannot preempt it from him and request him to get another task in another market. Thus, if a woman $w$ is matched with a man $m$ and if $m$ leaves the system in period time $t$, she is not available for matching for all time periods $> t$.

(2) Suppose we execute DA at $t_1$ and $t_2 > t_1$ with all the men available in the system at those periods. If a man $m$ participates in both the DAs, he gets better or worse match than the first DA. Due to possible collisions across multiple DAs, it is not feasible to guarantee him the best match across multiple DAs. This can potentially create misreports by allowing him to get better match in the end. This motivates our mechanisms in the next section.

4.3 Partition Online Deferred Acceptance (PODA)

Every man is matched using DA at one period in his availability and this match is final. No man is considered for DA more than once. This induces a partition among the men based on the time of their matching. Let $II = \{M_1, \ldots, M_k\}$ be collection of subsets of $M$ such that (i) $M_i \cap M_j = \emptyset \forall i \neq j$, (ii) $\cup M_i = M$, (iii) $t_1, \ldots, t_k$ such that $\forall m_j \in M_i, a_j \leq t_i \leq d_j$, and (iv) this partition is is independent of the preferences of men.

With this we propose a class of online matching mechanisms which we call as Partition online DA (PODA).

**Algorithm 1:** Matching Mechanism $f^{PODA}$

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$t = 1, W(1) = W$</td>
</tr>
<tr>
<td>2 if $t \in {t_1, \ldots, t_k}$ then</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$\mu^t = DA(M_i, W(t))$</td>
</tr>
<tr>
<td>4 $t \leftarrow t + 1$</td>
<td></td>
</tr>
<tr>
<td>5 $W(t) \leftarrow W(t - 1) \setminus {w : \mu'(w) \neq \emptyset}$</td>
<td></td>
</tr>
<tr>
<td>6 if $W(t) == \emptyset$ then</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$\mu = \cup_i \mu^t_i$</td>
</tr>
<tr>
<td>8</td>
<td>STOP.</td>
</tr>
<tr>
<td>9</td>
<td>GO TO STEP 2.</td>
</tr>
</tbody>
</table>

**Proposition 1** $f^{PODA}$ is strategy-proof for men.

In $f^{PODA}$, each man is part of a DA only once. A DA is strategy-proof for men, hence no man can benefit by misreporting his preference when he is matched using a DA. As the partition is independent of the preferences of the men, no man’s preference can influence his competitors in DA. That implies that no man can benefit by misreporting. Hence, $f^{PODA}$ is strategy-proof for men.

□
Examples of $f^{PODA}$

$f^{PODA}$ assumes $\Pi$ is given. We show with two examples how to create partition without knowing any details about the men arriving in the future and their schedule.

4.3.1 Arrival Priority Online Deferred Acceptance ($f^{APODA}$)

In this mechanism we consider the partition of men induced by their arrival periods. That is, in each period $t$ if $AM(t) \neq \emptyset$ we execute $DA(AM(t),W(t))$. Its very simple and easy to implement. However, it may lead to many blocking pairs. To optimize for stability, we propose the following mechanism.

4.3.2 Threshold Online Deferred Acceptance ($f^{ThODA}$)

In this mechanism, we induce a partition of the men greedily and based on a given parameter threshold ($Th$). The basic idea is to accumulate more men for matching every time we execute the DA. The parameter $Th$ can be optimized for a given stochastic process of arrival-departure of the men. The proposed matching mechanism is follows:

\begin{algorithm}
\caption{Matching Mechanism $f^{ThODA}$}
\begin{algorithmic}[1]
\State \hspace{1em} Input: Preferences of Men and Women ($\succ$), $\rho$, $Th$
\State \hspace{1em} Output: A matching $\mu$
\State $t = 1$, $M(1) = AM(1), W(1) = W$
\If {$DM(t) = \emptyset$} \State DO NOTHING \EndIf
\If {$DM(t) \neq \emptyset$ and $|M(t)| > Th$} \State $\mu^t = DA(M(t),W(t))$ \EndIf
\If {$DW(t) \neq \emptyset$ and $|M(t)| \leq Th$} \State $\mu^t = DA(DM(t),W(t))$ \EndIf
\State $t \leftarrow t + 1$
\State $W(t) \leftarrow W(t - 1) \setminus \{w : \mu^t(w) \neq \emptyset\}$, $M(t) \leftarrow \{M(t - 1) \cup AM(t)\} \setminus \{m : \mu^t(m) \neq \emptyset\} \cup DM(t)$
\If {$W(t) = \emptyset$} \State $\mu = \cup_t \mu^t$
\State STOP. \EndIf
\State GO TO STEP 2.
\end{algorithmic}
\end{algorithm}

Both the above mechanisms are truthful. We now discuss the stability of these mechanisms in the following subsection.

4.4 Stability in Partition DA

In general, no mechanism can predict preferences of the agents yet to arrive. So, it is not fair to expect stability in dynamic settings. Note that GSODAS can achieve stability with external pool of men in secondary markets. We do not assume possibility of substitutes. It follows from Proposition 3.1 in [8] that stability is impossible in our settings. Hence, in this paper, we propose a weaker notion of stability, namely progressive stability. The idea is, at each instance of time, there is no blocking pair in the system. We do not allow women, that are matched with men who are no longer available for matching, to form a blocking pair. More formally, progressive stability is defined as follows.
**Definition 5 (Progressive Stability)** A pair \((m, w)\) is said to be blocking pair at time \(t\) if (i) \(m, w\) both are present in the system at \(t\), and not matched with each other, (ii) prefer to match with each other than their current match, (iii) their current matches are also present in the system. In each time period, if no such pair exists, we say a matching is progressively stable.

PODA mechanisms cannot achieve progressive stability. The partition is independent of the preferences. Consider the following instance of preferences. Let \(t_1 < t_2\) and \(w\) matched with \(m_1 \in M_1\) with \(d_1 > t_2\). For some \(m_2 \in M_2\), if \(m_2 \succ_w m_1\) and \(m_2\) prefers \(w\) most, \((m_2, w)\) is blocking pair at \(t_2\).

In the next section, we look for non-strategy proof mechanisms to improve stability and rank-efficiency.

5 Dynamic Mechanisms: Progressive Stability and Rank-Efficiency

5.1 Repeated Online Deferred Acceptance (RODA)

We run the DA in every period and only the matches involving the departing men are final.

**Algorithm 3:** Matching Mechanism \(f^{RODA}\)

**Input:** Preferences of Men and Women (\(\succ\)), \(\rho\)

**Output:** A matching \(\mu\)

1. \(t = 1, M(1) = AM(1), W(1) = W\)
2. \(\mu(t) = DA(M(t), W(t))\)
3. \(\text{for } m \in DM(t) \text{ do}\)
4. \(\mu(m) = \mu(t)(m)\) and \(\mu(\mu(t)(m)) = m\)
5. \(t \leftarrow t + 1\)
6. \(M(t) \leftarrow \{M(t - 1) \cup AM(t)\} \setminus DM(t), W(t) \leftarrow \{W(t - 1) \setminus \{w : \mu(t)(w) \in DM(t)\}\}
7. \text{if } W(t) == \emptyset \text{ then}
8. \(\text{STOP.}\)
9. \(\text{GO TO STEP 2.}\)

In \(f^{RODA}\), men get match only at their departure. Hence, men may have strong incentive for early departure. However, in this paper, we focus only on exogenous settings. We illustrate \(f^{RODA}\) with the following example.

**Example 2** Consider the example shown in Figure 1. Let their preferences be as in Table 2. We refer to Monday as \(t = 1\) and Tuesday as \(t = 2\). Workers \(m_1, m_2\) arrive at \(t = 1\) and \(m_2\) leaves in the same slot. \(m_3\) arrives at \(t = 2\). In first round, \((m_1, w_1)\) and \((m_2, w_2)\) are matched using the DA. As \(m_2\) has to leave by end of slot 1, that match is final. \(m_1\) has deadline \(t = 2\) and hence does not start working on \(T_1\). In second period, using the DA \((m_1, w_3)\) and \((m_3, w_1)\) are matched and as all workers have appeared in the system, this match is final.

<table>
<thead>
<tr>
<th>Workers (Men)</th>
<th>Requesters (Women)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_1)</td>
<td>(w_1 &gt; w_2 &gt; w_3)</td>
</tr>
<tr>
<td>(m_2)</td>
<td>(w_3 &gt; w_1 &gt; w_2)</td>
</tr>
<tr>
<td>(m_3)</td>
<td>(w_1 &gt; w_3 &gt; w_2)</td>
</tr>
</tbody>
</table>

Table 2: \(f^{RODA}\) Example Preferences

**Theorem 5.1** \(f^{RODA}\) is progressively stable.
Proof: We prove by induction. At \( t = 1 \), we are using the static version of a DA and hence the matching at \( t = 1 \) are stable. Say \( f^{RODA} \) is progressively stable till \( t = \tau \). We show that \( f^{RODA} \) cannot introduce any blocking pair at \( t = \tau + 1 \). Let’s assume \((m, w)\) is blocking at \( \tau + 1 \). Say at \( \tau + 1 \), \( m \) is matched with \( w' \) and \( w \) is matched with \( m' \). For \( m : w \succ w' \), and for \( w : m \succ m' \). In the time slot \( \tau + 1 \), \( m \) must have proposed to \( w \) before \( w' \). If \( w \) is matched with \( m' \) from previous round and is still present in the system, \( w \) would have rejected him and be matched with \( m \). Thus, \( w \) must be matched with some worker who already left the system. Hence, \( w \) cannot be part of blocking pair in progressive stability. Thus, \( f^{RODA} \) is progressively stable.

\( f^{RODA} \) achieves progressive stability but is manipulable:

**Claim 1** \( f^{RODA} \) is not strategy-proof.

**Proof:** In Example (2), \( m_1 \) can report preference to be \( w_2 \succ w_1 \succ w_3 \). He gets matched with \( w_2 \) in period 1 and this does not change in period 2. By misreporting, he obtains a preferable match than \( w_3 \).

Note that, (i) such manipulation requires information about the preference of a man yet to arrive. (ii) By simulations with uniform preferences, we observed, \( \text{Prob}(\text{rank}_i(f^{RODA}(\succ, \rho)) = k) \) decreases with \( k \). Hence we believe that \( f^{RODA} \) is ex-ante strategy-proof for uniform preferences. (iii) If beliefs of men about the preferences of men yet to arrive are uniform even after observing their own preference, it need not give any incentive to men to misreport in \( f^{RODA} \).

5.2 Rank-Efficiency

In the static settings, the DA selects a man-optimal stable matching and hence, it is Pareto-efficient. However, as we consider ordinal preferences, to measure efficiency, we use a rank-efficiency of a matching mechanism. To achieve stability, the DA mechanism has to compromise on rank-efficiency.

For example, say there are three men \( m_1, m_2, m_3 \) and three women \( w_1, w_2, w_3 \). Let \( \succ_{m_1} = w_1 \succ w_2 \succ w_3 \) and \( \succ_{m_2} = \succ_{m_3} = w_1 \succ w_3 \succ w_2 \). All three women have preference \( m_1 \succ m_2 \succ m_3 \). Assume \( a_m = d_m = 1 \) for all three men. The DA will produce matching \( \mu^D : (m_1, w_1), (m_2, w_3), (m_3, w_2) \) with \( \text{rank}(\mu^D) = 2 \) and a matching \( \mu : (m_1, w_2), (m_2, w_1), (m_3, w_3) \) has \( \text{rank}(\mu) = 11 \).

With this example, to improve rank-efficiency, we propose \( f^{BOMA} \), an online matching mechanism that uses maximum weight bipartite matching for matching the men.

5.2.1 Bipartite Online Matching Algorithm

\( f^{BOMA} \) is same as \( f^{ThODA} \) except that in lines 5 and 7 of Algorithm 2, we use Max-wt-Bipartite\((M(t), W(t))\) and Max-wt-Bipartite\((DM(t), W(t))\) respectively instead of the DA. Max-wt-Bipartite\((A, B)\) gives maximum weight bipartite matching between men A and women B. An edge between a man m and woman w has weight \( 2n + 2 - \text{rank}_m(w) - \text{rank}_w(m) \).

We now perform an empirical study of the proposed mechanisms in the next section.

6 Evaluation of the Mechanisms

6.1 Empirical Evaluation

In this section, we describe the simulations that we carried to measure stability and rank-efficiency of the proposed mechanisms. We assume the men arrive into the system according a
(a) Stability of the four mechanisms for various $n$ with $\lambda = 3, \mu = 0.5$

(b) Rank-efficiency of the four mechanisms for various $n$ with $\lambda = 3, \mu = 0.5$

(c) Scatter Plot for rank-efficiency and stability of the four mechanisms for $n = 20, \lambda = 3, \mu = 0.5$

(d) Scatter Plot for rank-efficiency and stability of the four mechanisms for $n = 24, \lambda = 5, \mu = 0.05$

Figure 2: Comparison of $f^{APODA}, f^{ThODA}, f^{RODA}, f^{BOMA}$

We designed four mechanisms for two sided matching problem when the men side is dynamic. Based on a design goal, we can choose which mechanism to be used. If strategy-proofness is important, we propose to use any mechanism from a class $f^{PODA}$. These are partition mechanism in which a feasible partition of the men is given. If men are impatient or if it is difficult to know how to partition, one can use $f^{APODA} \in f^{PODA}$. If underlying stochastic model is available, we
propose to use $f^{ThODA} \in f^{PODA}$. It improves the stability by 2%-5% over $f^{APODA}$.

If stability is of utmost important, we recommend to use $f^{RODA}$ which is progressively stable and performs better than other mechanisms on conventional stability. If the design goal is to improve rank-efficiency, we recommend to use $f^{BOMA}$ that improves rank-efficiency by 25% but the average number of unstable men increases by 35%. This is summarized in Table 3. The numbers in a row indicate ranking among the four mechanisms on respective performance measure.

<table>
<thead>
<tr>
<th></th>
<th>$f^{APODA}$</th>
<th>$f^{ThODA}$</th>
<th>$f^{RODA}$</th>
<th>$f^{BOMA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy-proof</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Stability</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Progressive Stability</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Rank-efficiency</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Comparison of $f^{APODA}$, $f^{ThODA}$, $f^{RODA}$, $f^{BOMA}$

7 Conclusion

Motivated by an expert crowdsourcing market, in this paper, we addressed two sided dynamic matching problem when one side, the men side, is dynamically arriving to the market where as the other side, the women side, is available for matching from the start. We focused on exogenous men settings. We first proposed strategy-proof mechanisms, $f^{PODA}$, $f^{APODA}$, $f^{ThODA}$. As it is impossible to achieve stability in online settings, we introduced a weaker notion of stability, namely progressive stability. We proposed a mechanism $f^{RODA}$ that achieves the progressive stability if all the agents are truthful. However, $f^{RODA}$ is not strategy-proof. We also proposed a mechanism $f^{BOMA}$ to improve the rank-efficiency, but it has poor stability and is not strategy-proof. In the previous section we compared all the mechanisms empirically. Based on a design goal, one can choose an appropriate matching mechanism.
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